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ABSTRACT to, while the latter determine the probability for each dand

date tag to be associated with the given image and then adopt

Though the field of image auto-annotation has been extefpe gnes with higher probabilities as annotations. Reggrdi
sively researched, most previous work concentrated on t g-view models, E. Changt al. [2] proposed a content-

single-source problem, assuming that both labelled and unyaseqd soft annotation procedure by training binary classif
seen to-be-annotated images are from a single soag@0  ¢5; each tag, and G. Carneigb al. [3] proposed to perform

identical website), while in practice they are generally- co jnage auto-annotation via defining a multiclass classiticat
lected from multiple source.0. different websites). In that problem with each tag being a class. As for image-view

case, treating each source independently may suffer frem ﬂ?nodels, S.L. Fengt al. [4] proposed a generative learning
insufficiency of labelled data for model training, while ger approach based on multiple Bernoulli relevance model. A.
ing with labelled images from other sources can bring risk\\jakadia et al. [5] proposed to perform label propagation
biases to the source-specific model. In this paper, we prg;om nearest visual neighbours. And B. Waetcal. [8] fur-

pose a multi-task learning model to alleviate the multifseu  her integrated distance metric learning method into label
image auto-annotation problem, with each task defined 8Sropagation model for image auto-annotation.
performing auto-annotation for the corresponding source.

Specifically, the proposed model trains annotation models f ~ With a survey of previous researches on image auto-
all sources in parallel with the introduction of inter-soar annotation, we realize that most of them concentrated on
structure regularizers and parameter constraints forirgpar the single-source problem, assuming both labelled and un-
information and enhancing the overall performance. ExSeen to-be-annotated images are from a single soerge,
periments conducted on three different-source benchmad identical website. In real-world scenarios, howevesyth
datasets and their combinations yield inspiring results anare generally collected from multiple different sources,
demonstrate that the proposed model can well utilize théifferent websites. As labelled images in each source are

shared information and relieve the risky biases. usually not adequate, treating each source independeiitly w
probably suffer from the insufficiency of labelled data for

Index Terms— multi-source image annotation, multi- yaqel training and also ignore the extra helpful informatio
task learning, inter-source structure regularizers that can be exploited from other sources for performance
improvement. Meanwhile, each source probably has its own
1. INTRODUCTION d|_str|but|on in the semantic space, and thus s_lmply merging
with labelled images from other sources may introduce risky

Recently the prevalence of social network and digital pho_b|ases to the source-specific model.

tography has led to the explosion of web images, necessitat- In this paper, we propose a multi-task learning model to
ing effective techniques to manage and retrieve such a-largeackle the problem, defining auto-annotation on each source
scale and rapidly-increasing image database. Image autas a task and conducting them in parallel with shared infor-
annotation, which assigns proper semantic textual tagafpr mation across sources for overall performance enhancement
given image, has been revealed to be a promising approachrgulti-task learning is a learning framework aiming to im-
tackling the problem and thus attracts much attention fronprove the performance of algorithms by jointly tackling mul
both academia and industry [1-12]. tiple tasks and utilizing their shared information, whicish
Previous researches on image auto-annotation can teen successfully applied to diverse sub-fields of image pro
roughly categorized into tag-view [1-3] and image-viewcessing like joint sparse feature representation [13],timul
[4-6,8-10] models. The former treat each tag as an indepesemantic image annotation [14}¢. In this paper, we jointly
dent class and annotate a given image with classes it belontgarn linear discriminative models for all sources witheint



source structure regularizers and parameter constraiies.  supposed to follow this local structure. Hence in this payeer

former regularizers enrich the correlations between level introduce an inter-source structure regularizer for eacince

features and tagging vectors for a source with structuag-inf to utilize the structure information of others, enrichirget

mation of others, and the latter constraints force the modedorrelations between low-level features and tagging vecto

parameters of a shared tag in different sources to be similar Specifically, we construct a general k-nearest-neighbours
The contributions of our work is summarized as follows: (kNN) sparse graph as [15] consisting of images from all

1) We highlight the necessity of handling the multi-souroei sources, denoted a/yzﬁv:l nx SN s with W, ; being the

age auto-annotation problem, which is more oriented to reakimilarity between image andt if one is within the kNN of

world scenarios. 2) We propose an effective multi-taskriear the other and zero otherwise, as shown in formula (2).

ing model to tackle the multi-source image auto-annotation .

problem with inter-source structure regularizers andpara ., _ { exp(—[| Xy — Xil[3/0%) if s~1 @)

ter constraints to share information across sources. ’ 0 otherwise

wheres ~ ¢ meanss or t is within the kNN of the otherX,
2. MULTI-SOURCE IMAGE AUTO-ANNOTATION and.X, are respectively the low-level feature vectors of image
s andt, || - |2 meand.2 normando is the mean value of all
|IXs — X¢||2. Then for each source we take a source-specific
Given labelled images collected froN different sources variant of W for regularization, ignoring its intra-source im-

i oame N h is th ber of labelled i age similarities, as they are supposed to be better measured
{{Ij’yj}j:1}i:1’ wheren; 1S Ihe number ot fabelled Im- i, tagging vectors and thus have been implied by the ba-

ages from théth source an({x;ﬁ, y;} is thejth pair of image  sic model. Specifically, the source-specific variant forithe
feature vector; and tagging vectoy’ from theith source, ~sourcej.e. W*, is obtained by setting the similarities between
the proposed multi-source image auto-annotation model ignages from the source i as zero. And then its inter-
to jointly train basic models for all sources with shared in-source structure regularizer is formulated as follows.
formation and then annotate each unseen image with the

corresponding source-specific model. Note that here the low ®(M') = min SwixImt - XIPMY3 (3)
level image features are the same for all images, makj-ng M

of an identical dimensionality for anyandi, while the vo-
cabularies of different sources are usually diverse, nmgani
that the vocabulary sizé.e. the dimensionality of/%, varies

in different sources. Following [14], here we naively ia#!
the multivariate least squares regression (LSR) as a ba

2.1. Problem statement

By introducing thelLaplacian matrix of the source-specific
Wi, ie L' = D' — W with D? being a diagonal matrix and
Di; = >, W/,, the inter-source structure regularizer can
s'?(? reformulated as:

aluto-annotatlon model for each source, as shown in formula <I>(Mi) — min Tr (MiTxLiXTMi) 4)
. Mt
() F(M') = min | X" M =Y |2 (1)

( i | fro whereT'r(-) is the trace of a matrix andl is the matrix con-

whereM* is the parameter matrix of thigh source with each sisting of image feature vectors from all sources.

column being the regression parameters of the correspgndin

tag, X* andY are matrices with columns respectively being2.3. Inter-source parameter constraints
the low-level features and tagging vectors of labelled iezag
from the source, anfi - || s, means thd-robenius norm. By
minimizing the prediction error on labelled images, LSR ca
well model the linear correlations between image featunes a

The introduction of inter-source parameter constraingis
tributed to the observation that different sources geheral
"Share tags and ideally the model parameters of the predictor

. , functions in different sources of a shared tag should be sim-
the value of each tag. Then the tagging vegtasf an unseen

) i f h b dicted withe ilar. Specifically, we utilize a matri¥,, ., to denote the
|maTge_x rom the same source can be predicted wi consistency between tags from all sources With, = 1 if

() ) R
M* at. ] ) tag s andt are the same though from different sources and 0
For performance enhancements, in multi-source Ccas§snerwise;n being the sum of vocabulary sizes of all sources.

correlations and shared information across sources aré SUphen the inter-source parameter constraints are forntilate
posed to be considered,which in this paper include the-intet,.

source structure regularizers and parameter constraints. (M) = min Z W, Mg — M2 (5)
M bl *y %y
s,t

2.2. Inter-source structure regularizers ) . .
9 whereM = [M*',...,M' ...,M"] is the concatenation

Considering that visually similar images usually keep simi of parameter matrices of different sources, avd; is the
larities in semantic space, their predicted tagging vecaoe  sth column vector of\/, i.e. the model parameters of tag



Similarly, by introducing thelaplacian matrix L of the tag | Corelsk | ESPGame | IAPRTC-12

consistency matrixV’, the inter-source parameter constraints Tag Nr. 256 268 201
can be reformulated as follows. Img. N 4,999 20,770 19,627
(M) = min Tr (MiMT) (6) Tags perimg.| 3.4/5 4.7/15 5.7/19
M Img. per Tag | 33.2/542| 182.2/2,551| 192.4/2,783
Test Set 2,499 10,385 9,813

2.4. Multi-task learning model

With a basic model for each source and the introduction ofzpe 1 Statistics of Corel5k. ESPGame and IAPRTC-12.

inter-source structure regularizers and parameter @n&r  ~qunts of tags and images are given as “mean / maximum’.
the proposed multi-source image auto-annotation model can

be formulated as follows.
£ =miny F(M)+a®(M) + U (M) other sources. To measure the performance, we follow [14]
. N i viT 1 i T2 and adopt the widely-used AUC (area under ROC curve) as
=miny ;2 Col|[ X M =Y ||+ the metric for annotation accuracy evaluati
N o o - y evaluation on each tdg an
a)lin CiTr (M XL'X*M ) + BT (MLM ) Mean AUC (MAUC) over tags for performance evaluation
(7)  on each source. Parameter tuning for each algorithm is con-
whereM = [Ml, LML MN} is the concatenation of ducted with grid search in proper predefined parameter eange
parameter matrices of different sources,3 are factors for and evaluated on randomly sampled validate sets from the
balancing basic models and regularizations, @jdC; are  training sets of all source®g. o and 3 are both tuned in
source-specific constants for normalization. The intréidac {274,273 ... 23 24}, And we empirically utilize 20 near-
of C§ andC is to relieve biases of the optimization process,est neighbours of each image to build the kKNN-sparse graph.
making all sources equally treated, which in our experiment
are respectively set to be inversely proportional to the siz 3 5 Experimental results

the tagging matrix and the number of structure constraants f
each source, subject}o; C; = L and)_, C} = 1. As shown in Table 2, we perform all algorithms on different

The objective functionj.e. formula (7), can be demon- combinations of the three benchmark datasie¢s different
strated to be convex, meaning that a global optifal can ~ multi-source auto-annotation scenarioshS andf-MS be-
be found. As the number of variables can be large, the welling variants of MS with only inter-source structure regigar
known Quasi Newton methods with L-BFGS updating formu-ers or inter-source parameter constraints. Then we can draw

las can be utilized for optimization. the following conclusions. 1) In most multi-source sceosyi
MS and its variants outperform both LSR-based and SVM-
3. EXPERIMENTS based baselines on each source, especially LSR-l and LSR-M
with the same basic model. 2) Simply merging with labelled
3.1. Experimental settings images from other sources can promote the performance of

some sources but also degrade that of others, as validated by
To evaluate the proposed model, we conduct extensive e¥pmparing LSR-I with LSR-M and SVM-I with SVM-M. 3)
periments on several multi-source scenarios with thre¢ We||nter_source structure regu|arizers seem more effectiga t
known different-source benchmark datasdte, Core|5k, inter-source parameter Constraintsy since the latter mgy_
ESPGame and IAPRTC-12, of which some statistics argyrize the limited shared tags while the former provide more
shown in Table 1. We randomly take 50% of each dataseitrycture information for the whole vocabulary. 4) The com-
to be the training set and the rest as the test set. And th§ination of inter-source structure regularizers and patam
open-source Lire project [16] is utilized for image featureconstraintsi(e. MS) just obtains slight improvement. We at-
extractiort, including color and textual, global and local fea- tripute this to that the latter constraints indirectly refléhe
tures. Then PCA is applied for dimensionality reduction,structure information of other sources in a high-level sema
resulting in a 844-D merged feature vector for any imagetic view, which may be partly covered by the former. Yet it is
with each dimension further linearly normalized ir@o1]. interesting to find that the introduction of inter-sourcegpa-

The proposed multi-source image auto-annotation modebter constraintsif. 3-MS) can also well improve the per-
denoted as MS, is Compared with the fO”OWing baselines: 1ﬁormance of the independent Sing|e_source basic maodgel (
LSR-I: independent LSR on each source, 2) LSR-M: LSR_SR-I) and in some cases outperform the structure regulariz
with images merged from all other sources, 3) SVM-I: onewrs {.e. a-MS).
vs-all linear SVM for each tag on a source, 4) SVM-M: one- To get more inside ana|ysesy we sort the tags of each
vs-all linear SVM for each tag with images merged from allsource according to the descent order of their frequencies

1The features are: Color Layout, JCD, Edge Histogram, RGRiagis-  @nd evenly divide them.intol S groups. Then we analys? the
togram and SURF with Bag-of-Words model. MAUC of each group in different multi-source scenarios.




Multi-Source Scenarios | | LSR-1 | LSR-M | SVM-I | SVM-M || a-MS | 3-MS | MS

Corelsk | 703 | 766 | 804 | 796 | 793 | 744 ] 7921
[CorelSk, ESPGame]  epmame 715 | 720 | 736 | 736 || 740 | 722 | 742t
Corelbk | 703 | 801 | 804 | 805 | 815 | 746 | 8161

[Corel5k, IAPRTC-12]

IAPRTC-12| 76.3 75.9 74.8 74.6 76.8 | 76.6 | 76.87

ESPGame | 715 75.0 73.6 74.3 76.2 | 729 | 76.21
IAPRTC-12| 76.3 75.5 74.8 74.3 76.5 | 76.7 | 716.57

[ESPGame, IAPRTC-12

Corel5K 703 | 795 | 804 | 801 || 815 | 769 | 8151
[CorelSk, ESPGame,  eqpeame 715 | 748 | 736 | 742 || 764 | 735 | 7647
IAPRTC-12] IAPRTC-12| 76.3 | 754 | 748 | 742 || 765 | 76.8 | 76.51

Table 2. The MAUCs (%) of the proposed MS and baselines on the bendtaaasets in different multi-source auto-annotation
scenarios, with1” meaning MS obtains higher MAUC than LSR-l and LSR-M in thelthsource scenario.

| LSR-I | LSR-M | a-MS | 3-MS | MS

_ [ Groupl| 784 | 831 | 847 | 820 [849 ////

o | Group2| 73.7 78.1 81.2 | 78.2 | 81.6 g o g

S [Group3| 722 | 791 | 817 | 765 | 818 ‘.

O [Group4| 65.7 | 744 | 774 | 704 | 775 ] T
Group5| 61.6 | 683 | 716 | 650 | 704 —a 6[ e

g Groupl| 76.7 77.0 786 | 775 | 78.6 o P s P oecenage ot Taingset

g | Group2| 73.3 73.8 76.2 | 74.3 | 76.2

8 Group 3| 70.6 71.0 735 | 715 | 735 Fig. 1. MAUCs of LSR-I (red), LSR-M (green) and the pro-

& Group 4| 70.7 71.3 732 | 71.4 | 73.4 posed MS (blue) on Corel5k (left) and ESPGame (right) in
Group5| 65.8 66.5 68.3 | 66.3 | 68.9 multi-source scenario [Corel5k, ESPGame] with percentage

of training set on both datasets varying from 20% to 100%.

Table 3. The MAUCs (%) of different tag groups of Corel5k

and ESPGame in the multi-source auto-annotation scenarigl algorithms mostly increase with the percentage of tngjn
[CorelSk, ESPGame], with Group 1 containing the most fre-set and the proposed MS maintains a clear advantage. Similar
guent tags and Group 5 containing the most infrequent tagsresults are also obtained in other multi-source scenarios.

As LSR is the basic model for each source, here we only 4. CONCLUSIONS

consider LSR-based baselines and the proposed model. Ta- , . - _ . .
ble 3 presents the MAUC of each tag group of Corel5k andn this paper, we hlghllght.the necessity of tackling muilt-
ESPGame in the multi-source scenario [Corel5k, ESPGame ource image auto-annotation problem and further propose a
From the table. we can further see that both’inter-sourc ulti-task learning model where an individual task is dedine
structure regularizers and parameter constraints can wi Iearnlngallneardlscnmmayve modelfor each sour_a:hw
ifter-source structure regularizers and parameter antr

promote most tag groups, and as expected the inter-sour roduced for sharing inf i Th
structure regularizers provide more promotion for tagiwit introduced for sharing Information across Sources. The pro
osed model is evaluated with extensive experiments in sev-

lower frequencies, considering that the percentage of tag%

with frequency over the mean value is around 25% on eithe‘?ral multi-source §cenarios and proves its superiprityaz_at{
dataset. Similar results are obtained in other multi-seurc™9 each source independently or simply merging with la-

scenarios, while they are not presented due to the spade IimIPeIIed data from other sources using the same basic model.

Furthermore, we randomly take different percentages of
the training set of each sourdeg. from 20% to 100%, and 5. ACKNOWLEDGMENTS
evaluate the proposed model with other LSR-based baselines
on the same test sets. Fig. 1 illustrates the MAUCSs of differThis research was supported by the National Basic Research
ent algorithms on Corel5k and ESPGame in the multi-sourc®roject of China (Grant No. 2011CB70700) and the National
scenario [Corel5k, ESPGame] with different percentages dflatural Science Foundation of China (Grant No. 61271394,
training set, from which we can conclude that the MAUCs 0f61005045).
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